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A. INTRODUCTION 
This précis summarizes my dissertation research in Professor Joshua Goldʼs 
laboratory at the University of Pennsylvania, which focused on understanding 
the long-standing question of how experience shapes our perceptual abilities. 
Our ability to make sense of what we see is central to how we perceive and 
interact with the world. This ability is regularly challenged, like when we drive, 
play video games or otherwise receive fleeting or ambiguous sensory input, but 
can improve with practice. Using a combination of psychophysics, 
electrophysiology and computational modeling techniques, I showed that 
improvements in perceptual ability in visual motion discrimination involved 
changes not in how the brain represents the sensory information but rather 
how it interprets the sensory representation to form the perceptual decision. 
Furthermore, a feedback-reinforcement signal appears to drive the changes in 
the decision process (§B). My results thus identified mechanisms central to 
perception, learning and decision-making and have potential significance to 
psychology, neuroscience, computer science and education (§C). My 
dissertation research was published in two Nature Neuroscience papers and 
has won the Saul Winegrad Award for Outstanding Dissertation. I hope my 
interdisciplinary approach in studying the neural mechanisms of visual 
perceptual learning align with the core principles of The Robert J. Glushko 
Dissertation Prize in Cognitive Science. I would like to thank the committee for 
considering my application.  
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B. Research Overview: 

Training can cause substantial, long-lasting improvements in perceptual ability for both 

children and adults1,2. This phenomenon, known as perceptual learning, implies a 

persistent capacity for plastic changes in the nervous system3. Even the earliest reports of 

perceptual learning, which involved improved acuity for tactile stimuli after only hours of 

practice, seemed to imply that the changes did not involve new receptors in the periphery 

but rather improved sensory processing within the central nervous system4. Thus, a long-

standing goal of researchers in this field has been to identify where and how in the brain 

such changes occur5. 

One prevalent hypothesis implicates primary sensory areas of cortex. Perceptual learning 

is often specific to the stimulus configuration used during training6. This specificity helps 

to distinguish perceptual learning from other forms of learning like adjustments of 

strategy that are more likely to generalize. Moreover, this specificity has been used to 

argue that the underlying changes likely occur in early sensory areas where the specificity 

of neuronal tuning is comparable to the specificity of learning7-10. Accordingly, changes 

in early sensory areas have been identified in monkeys trained on auditory11 and tactile12 

discrimination tasks. However, in visual-discrimination learning, changes in early 

sensory areas are limited and in some cases insufficient to account for the behavioral 

improvements10,13-16.  

Changes in higher stages of processing, including those that contribute to decision-

making and attention, have also been inferred from psychophysical studies13,17-21. The 

resulting changes in top-down feedback are thought to be responsible for at least some of 

the training-induced changes found in primary visual cortex21-23. Moreover, higher-order 

areas can also have narrow tuning and in principle can account for the stimulus 

specificity of perceptual learning19. However, changes in higher-order areas have not 

been identified directly in the brain, in part because for most perceptual tasks, little is 

known about the neural mechanisms underlying high-level processing, even in trained 

subjects. 

I exploited recent advances in our understanding of the neural circuits underlying visual 

motion processing and perceptual decision-making in a random-dot motion 
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discrimination task (Fig. 1a) to examine where and how neural plasticity occurs during 

visual perceptual learning.  In this task, neurons in the middle temporal area (MT) of 

extrastriate visual cortex are thought to provide the sensory evidence necessary for 

solving the task24-27. Neurons in the lateral intraparietal area (LIP) are thought to 

represent a decision process that reads out the sensory evidence from area MT to form a 

categorical judgment (leftward or rightward motion)28-31 (Fig. 1b). I recorded the activity 

of individual MT and LIP neurons while two naïve monkeys were trained on the motion-

discrimination task in order to identify experience-dependent changes in sensory 

representation and decision-making with training (§B.1 and §B.2). In addition, I 

performed computational modeling to examine the signals that may drive these neural 

changes (§B.3). Below is a summary of the results from my electrophysiology, 

psychophysics and computational modeling studies: 

B.1 Electrophysiology (Chapter 2 of Dissertation). I recorded the activity of 

individual neurons in areas MT and LIP of monkeys learning the motion discrimination 

task to identify experience-dependent changes in visual processing that accompanied 

 
 
Figure 1. Behavioral task and neural substrates. a, Monkeys were trained to decide the direction of 
random-dot motion and indicate their decision with an eye movement. The motion direction (leftward 
or rightward), duration (0.1-1.4s) and strength (percentage of dots moving coherently to one direction; 
range from 0–100%) were varied randomly from trial-to-trial. b, Model of perceptual processing for the 
motion discrimination task. Area MT of the primate cortex provides the sensory information necessary 
for solving the task. Area LIP represents a decision process that reads out the motion information from 
MT to instruct the behavioral (eye movement) response. I recorded the activity of individual neurons in 
areas MT and LIP during training to identify neural changes in sensory and decision areas that 
corresponded to improvements in sensitivity to visual motion (§B.1). As a complementary study, I 
inferred changes in sensory readout from sensory to decision areas from the behavioral responses using 
the response-classification method (§B.2). Finally, I examined the computational principles that guide 
behavioral and neural changes with perceptual learning using modeling (§B.3). 
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their performance gains. I found that training had little effect on motion-driven responses 

in MT. Specifically, the ability of an ideal observer to determine the direction of motion 

based only on the responses of an individual MT neuron did not change systematically 

across sessions either before or during training (Fig. 2a,b, left panels). This result also 

likely implies no systematic changes in primary visual cortex, which is the primary, 

ascending source of motion selectivity in MT32.  

In contrast, motion-driven responses of neurons in area LIP changed dramatically with 

training (Fig. 2a,b, middle panels). At the beginning of training, individual LIP neurons 

were selective for the monkey’s eye movement response but were relatively insensitive to 

the motion stimulus. As training progressed and the monkeys’ perceptual sensitivity 

improved (Fig. 2a,b, right panels), LIP neurons became increasingly sensitive to the 

strength and duration of the motion stimulus. Both the time course and magnitude of 

changes in LIP matched the behavioral improvements (Fig. 2.6 in Dissertation). 

Moreover, like behavioral performance, these changes in LIP tended to be somewhat 

specific to the stimulus configurations used during training, with slightly higher 

 
 
Figure 2. Training-induced plasticity in decision (area LIP) but not sensory (area MT) neurons. a,b, 
Training had little effect on motion-driven responses in MT but a dramatic effect on both the 
coherence- (i.e., motion strength) and time- dependent responses in LIP and behavioral performance. 
The lower panels show summary data from a single monkey for the first (panel a) and last (panel b) 
one-third of training sessions. Population MT data are shown as an ideal-observer (ROC) index of the 
ability to prediction motion direction from the neural responses plotted as a function of viewing time for 
different motion strengths. Population LIP data are shown as an ideal-observer (ROC) index of the 
ability to prediction the monkey’s choices from the neural responses plotted as a function of viewing 
time for different motion strengths. Behavioral data are shown as discrimination threshold as a function 
of viewing time. These data are consistent with an increasingly selective readout (depicted as thicker 
lines connecting MT to LIP) of the most informative MT neurons (depicted as darker shades) to form 
the decision that guides behavior. 
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sensitivity for motion directions used in previous training sessions (Fig. 2.7 in 

Dissertation). Thus, for this task, perceptual learning appears to involve improvements 

not in how sensory information is represented in the brain but rather how the sensory 

representation is interpreted to form the decision that guides behavior. Results from this 

study were published in the April 2008 issue of Nature Neuroscience33. 

B.2 Psychophysics (Chapter 3 of Dissertation). I used a response-classification 

method to measure correlations between trial-by-trial, random fluctuations of stimulus 

motion directions and the subject’s choices to characterize the directions of motion that 

exerted the greatest influence on behavior34-37. I computed the motion strength (called 

motion energy) along different direction axes using a set of motion filters for trials using 

ambiguous stimuli (0% coherence) and examined how random fluctuations of stimulus 

motion directions would influence the monkey’s subsequent decisions to choose the 

leftward (Fig. 3, blue symbols) and rightward (red symbols) targets.  

Training increased the influence of motion signals near the stimulus’s directions on 

behavioral choice. Early in training (Fig. 3, left panel), the average motion energy was 

similar for leftward and 

rightward decisions. In 

contrast, late in training (right 

panel), the average motion 

energy was more positive for 

rightward choices and more 

negative for leftward choices 

for stimulus directions around 

the 0° direction axis. One 

explanation for this result is 

that the subject learned to use 

task-relevant motion signals 

around the 0° direction axis 

more selectively with training. 

Therefore, stimuli with slightly 

 
Figure 3. Changes in sensory readout inferred from the 
response-classification method. (Top) Schematics depicting 
changes in readout from sensory to decision areas with training. 
(Bottom). Average motion energy as a function of direction 
tuning of the motion energy filter (-90 to 90° in 10° intervals) 
for rightward (red symbols) and leftward (blue symbols) 
decisions early (left) and late (right) in training. Positive and 
negative values of motion energy represent net rightward and 
leftward motion signals, respectively. Error bars are SEM 
across 0% coherence trials. 
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more positive motion energy near 0° tended to produce rightward decisions, and stimuli 

with slightly more negative motion energy around 0° tended to produce leftward 

decisions. Together, results from my electrophysiology and psychophysics experiments 

suggested that improvements in perceptual sensitivity in the motion discrimination task 

corresponded to an increasingly selective read-out of highly sensitive MT neurons (i.e., 

neurons tuned near the stimulus directions and/or with higher sensitivity; Fig. 3 and Fig. 

2.3c in Dissertation) by a decision process, represented in LIP that instructed the 

behavioral response. 

An implication from these results is a close relationship between mechanisms of 

perceptual and associative learning38. Associations can be formed by establishing 

functional connectivity from sensory neurons representing a particular visual feature to 

decision neurons that generate a behavior based on that feature. The results presented in 

§B.1 and §B.2 suggest that perceptual learning can involve refining this connectivity so 

that the readout scheme is more appropriate for the particular task demands, allowing the 

decision process to more effectively distinguish between the alternatives39-43. 

This link between associative and perceptual learning suggests that they might also share 

signals to guide the changes in neural connectivity. One potential signal is based on 

feedback reinforcement44, which has extensively documented relationships to the 

dopaminergic system in the brainstem45. Models of plasticity based on feedback 

reinforcement signals are consistent with plausible synaptic mechanisms and can account 

for many forms of associative learning46-48. In addition, feedback reinforcement is 

thought to play a role in some forms of perceptual learning49,50. Therefore, I examined 

whether a reinforcement-learning rule based on a reward-prediction error could account 

for both associative and perceptual learning on the motion discrimination task51. 

B.3 Computational modeling (Chapter 4 of Dissertation). I modeled performance 

based on the readout of simulated responses of direction-selective neurons in MT. A 

reward prediction error guided changes in connections between these sensory neurons 

and the decision process (Fig. 1b and Fig. 4.1 in Dissertation), first help to establish 

functional connections from the population of MT-like sensory neurons to a population of 

LIP-like decision neurons that interpret the sensory information to determine the saccadic 
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response. The same mechanisms then further refine these connections to weigh more 

strongly inputs from the most informative sensory neurons, thereby improving perceptual 

sensitivity (Fig. 4.3 in Dissertation). I simulated trial-by-trial performance of the model 

using the exact sequences of stimulus conditions (i.e. motion directions, coherences, and 

viewing durations for each monkey) experienced by the monkeys and compared the 

simulated results to the real behavioral, MT and LIP data. 

The model can account for both associative and perceptual learning of the monkeys (Fig. 

4). I computed the lapse rate (gray symbols, a measure of knowledge of task rules 

including the sensory-motor association) and discrimination threshold (black symbols, a 

measure of perceptual sensitivity) from the simulated behavioral data and compared that 

with the real data of the monkeys. The model can reproduce the time courses and 

asymptotic values of both the associative (lapse rate) and perceptual (discrimination 

threshold) learning of the monkeys. Like for the monkey data, lapse rates declined 

rapidly to near zero. Discrimination threshold improved more gradually, eventually 

reaching lower asymptotes comparable to those reached by the monkeys. These results 

were robust to a variety of parameters, pooling schemes and reinforcement rules used in 

the model (Figs. 4.2c, S4.1, S4.2 and Table 4.1 in Dissertation). In addition, the model 

can also account for neural changes in MT related to the readout of the sensory 

representation (Figs. 2.3c and 

4.4 in Dissertation), and 

progression of motion-sensitive 

responses in neurons that form 

the decision in LIP (Fig. 5; Fig. 

4.5 in Dissertation). Thus, the 

results suggest that 

reinforcement learning might 

play a general role in both 

establishing and shaping 

patterns of connectivity critical 

for forming perceptual 

 
 
Figure 4. Discrimination performance of the monkey (left) and 
model (right) with training. Discrimination threshold (; 
logarithmic scale on the left ordinate) and lapse rate (▼; error 
rate at 99.9% coherence, linear scale on the right ordinate) with 
68% CIs plotted as a function of trial number (computed using 
1000-trial bins for discrimination threshold, and 250-trial bins 
for lapse rate) computed from psychophysical data of monkey 
C during training. Solid lines are best fits of a decaying single-
exponential function. 
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decisions. Results from this study were published in the May 2009 issue of Nature 

Neuroscience51. 

To summarize, my dissertation combined the use of electrophysiology, psychophysics 

and computational modeling to examine where and how neural plasticity that underlies 

perceptual improvements occurs. My results provide the clearest and most complete 

description of the neural changes that 

accompany visual perceptual learning 

published to date. I identified changes at 

the level of decision, but not sensory, 

circuits, which likely explains the limited 

changes found previously in studies that 

focused on sensory representations10,14. In 

addition, I showed that a reinforcement 

learning rule that shapes functional 

connectivity between sensory and decision 

neurons is sufficient to account for the 

behavioral and neural improvements with 

training. These results have led to a novel 

hypothesis that perception learning and 

associative learning might share a 

common, reinforcement-driven 

mechanism (an idea reviewed in Ref. 43). 

 

C. Potential significance to cognitive science research: 

C.1 Significance to psychology. My dissertation established a framework to relate 

three areas of psychology research – associative, perceptual and reinforcement learning. 

Associative learning is a process to map situations to actions. Perceptual learning refers 

to the long-lasting improvements in our ability to interpret and respond to sensory signals 

in the environment. My results suggested that under certain circumstances, both forms of 

learning can be driven by the same feedback-reinforcement mechanism38,43. Although 

 
Figure 5. Changes in decision-related responses 
with training. The signal-to-noise ratio (i.e., the 
difference in mean responses to the two directions 
of motion divided by their common standard 
deviation; SNR) of the simulated decision 
neurons (black symbols; 51.2% coherence at 0.4-s 
viewing time; 1,000-trial bins) as a function of 
training. Open symbols are the SNR of LIP 
responses for Monkey C at the same motion 
coherence and viewing time for motion into 
versus out of the neuron’s response field. See Fig. 
4.5 in Dissertation for comparison at other 
stimulus conditions. 
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further works is need established the validity of this scheme, this research direction 

would potentially reveal common neural substrates for major forms of non-declarative 

memories in the brain. 

C.2 Significance to neuroscience. Changes in functional connectivity within neural 

circuits are thought to be responsible for many forms of learning and memory52. 

However, there remains a substantial divide between studies of molecular and cellular 

mechanisms of learning and studies that characterize learning behavior, in large part 

because of a lack of model systems for studying mechanisms of plasticity in a functional 

context. My dissertation showed for the first time that changes in functional connections 

between sensory and decision areas might be the primary site of plasticity that 

accompanies visual perceptual learning. Thus, my results have established a model 

system for studying the molecular and cellular mechanisms underlying this neural 

plasticity during learning behaviors. The results would likely reveal broadly applicable 

principles of plasticity in neural circuits and might lead to important clinical 

applications53.  

C.3 Significance to computer science. My modeling study compared real and 

simulated behavioral and neural data using a wide range of model parameters, pooling 

schemes and reinforcement rules, thus establishing constraints on the learning algorithms 

that the brain might use and circumstances under which perceptual learning could be 

generalized to other behavioral contexts (Fig. 4.7 in Dissertation). Both the principles and 

generalization of learning are important issues in computer science. Therefore, my results 

would potentially inspire new design principles for machine learning and machine 

perception54,55. 

C.4 Significance to education. A key challenge in science and mathematics education 

is to design effective methods to convey abstract concepts and relationships to the 

students. Interestingly, recent evidence suggested that perceptual learning might facilitate 

this kind of intellectual reasoning56,57. For example, learning to recognize symbolic 

patterns in mathematical equations (without solving them) improved algebraic 

proficiency. An explanation for these results is that perceptual recognition and cognitive 

reasoning both shared common mechanisms that select and interpret the relevant sensory 
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signals. My research identified a neural substrate for improvements in sensory selection 

in the parietal cortex58-61. Moreover, I showed that these improvements could be driven 

by a feedback reinforcement-learning rule. These biological principles could be used to 

design better teaching methods for science and mathematics education. 

 

D. Conclusion: 

Training can induce long-lasting changes in our ability to detect, discriminate or identify 

a sensory stimulus, even in adult. My research aimed to understand the neural 

mechanisms of this form of perceptual learning. Using an interdisciplinary approach, I 

identified novel changes at the level of decision-making, but not sensory, circuits that 

accompanied improvements in visual discrimination. My research has potential 

significance to multiple fields in cognitive science, including psychology, neuroscience, 

computer science and education. I believe this work closely aligns the core belief of The 

Robert J. Glushko Dissertation Prizes in Cognitive Science that “understanding how 

minds work requires the synthesis of many different empirical methods, formal tools and 

analytic theories” to “bridge between the areas of cognitive science and create theories 

of general interest to the multiple fields concerned with the nature of minds and 

intelligent systems”. I would like to thank the committee again for considering my 

application. 
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